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Deaths in the United States

http://www.cdc.gov/nchs/fastats/leading-causes-of-death.htm

Basic Statistics

Leading Causes of Death (2014 data)

• 2,626,418 deaths             

• Heart disease:  614,348
• Cancer: 591,699
• Chronic lower respiratory diseases:  147,101
• Accidents: 136,053
• Stroke:  133,103
• Alzheimer’s disease:  93,541
• Diabetes:  76,488
• Flu and Pneumonia:  55,227
• Kidney disease:  48,146
• Suicide:  42,773
• Homicide:  14,249   (note:  homicide is not the next one in line)



https://www.unitypoint.org/



Suppose a patient is considering radical prostatectomy surgery:

– Aggressive prostate cancer, the kind that has already moved (e.g., to bone 
marrow) will likely recur within 2.5 years of the surgery.  

– If we could know recurrence was likely for the patient, then it could be 
inferred the disease is aggressive, and surgery should complemented with 
a parallel treatment protocol. 

– If we could know recurrence was unlikely It could be inferred the disease is 
not aggressive and the patient could conceivably opt to delay surgery and 
start active surveillance.

Classification of Prostate Cancer Patients
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Can a classifier be used prior to surgery to predict
recurrence within 2.5 years following surgery?
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Classification of Prostate Cancer Patients



Data set:  450 patients that had prostate surgery.  Recurrence within 2.5 years divides 
the patients into two groups:

“Recurrence = YES”   (56 patients)

“Recurrence = NO”    ( 394 patients)

Before the surgery, each patient was measured with respect to four key variables 
believed to be indicators of how aggressive the prostate cancer is:

1.Prostate Specific Antigen (PSA)

2.Biopsy Gleason Score (GS)

3.PSA Peptidase Activity (PPA)

4. Prostate Cancer Antigen 3 (PCA3)
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Training Data Set1

1Collaboration with Dr. Steven Smith, City of Hope National Medical Center, Duarte, CA
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Variable
Type of 
Variable Estimate Std. Error P‐value

Intercept ‐2.8 .274 < .0001

Gleason Score (GS) CLIN 0.596 .144 < .0001

PSA CLIN 1.02 .187 < .0001

PCA3 LAB 0.318 .145 .0282

PPA LAB ‐2.094 .715 .0034

Logistic Regression Fit

All covariates were centered and standardized using means and standard deviations 
calculated from the training data

( Recurrence |  GS, PSA, PCA3, PPA)

exp( 2.8 .596 GS 1.02 PSA 0.318 PCA3 2.09        

T P

       


4 PPA)
1 exp( 2.8 .596 GS 1.02 PSA 0.318 PCA3 2.094 PPA)



         
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0 88.6% 11.4%

1 26.8% 73.2%
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Logistic Regression Classifier

Youden threshold =.1702

Decision Statistic:  Pr( Recurrence | GS, PSA, PCA3, PPA)

Prevalence 12.4%
ˆPPV P( 1| 1) 47.7%
ˆNPV P( 0 | 0) 95.9%

C C

C C
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Logistic Regression Classifier

Youden threshold =.1702

Are the relatively high FPR and FNR acceptable?   What could be 
done about it?

Decision Statistic:  Pr( Recurrence | GS, PSA, PCA3, PPA)

Prevalence 12.4%
ˆPPV P( 1| 1) 47.7%
ˆNPV P( 0 | 0) 95.9%
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"There are known knowns. These are things we know that we 
know. 

There are known unknowns. That is to say, there are things that 
we know we don't know. 

But there are also unknown unknowns. There are things we don't 
know we don't know.“

About Known Unknowns…..
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The Earth‐Romulan War, was a major interstellar conflict fought from 2156 to 2160 
between the forces of United Earth and those of the Romulan Star Empire. 

Neutral Zones
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Minimum Cost Neutral Zone Classifier
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Neutral zone exists when cost of not making a decision 
is lower than :

1) posterior expected loss of classifying as 0 
2) posterior expected loss of classifying as 1

Related Literature:  Rao(1947), Habbema et al. (1974), Swartz (2002, PhD Dissertation), 
Jeske et al. (2007, 2011, 2014)
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Alternative:  Fixed Conditional Misclassification Rates

Related Literature:  Chow (1957), Anderson (1969), Patterson (2016)
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Construction From ROC Curves
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Choose  thresholdsTWO

Jeske and Smith (2016, Statistical Methods for Medical Research)
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Neutral Zone Probabilities

Construction From ROC Curves
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Construction From ROC Curves

Partition of AUC

1-Specificity
(False Positive Rate)

S
en

si
tiv

ity
(1

-F
al

se
 N

eg
at

iv
e 

R
at

e) 0C

0 1

1

(a) (b) (c)

1C



20

0 .04807C 

1 .27417C 

0 1 N

0 39.9% 4.8% 55.3%

1 5.4% 42.9% 51.7%

C

Ĉ

0 1

0 88.6% 11.4%

1 28.6% 71.4%
C

Ĉ

Traditional classifier

Neutral zone classifier

Returning to the Prostate Cancer Data

Almost half of the patients can receive a reliable assessment, with just a 5% chance of a 
mistaken judgment.  The rest of the patients need some follow-up because their values on PSA, 
GS, PCA3, and PPA are ambiguous.

Youden .17021
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Proposition

Implementing a neutral zone elevates the PPV and NPV if: 

    i)  ( ) ( )            (hazard function condition)

   ii)  ( ) ( )             (reversed hazard function condition)
G F

G F

h u h u

h u h u





( )hazard function:  ( )
1 ( )

( )"reversed" hazard function:  ( )
( )

F

F

f uh u
F u

f uh u
F u






PPV and NPV of Neutral Zone Classifier

Definitions
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1. Smoothed ROC Curve

Returning to the Prostate Cancer Data
A Useful 4-Way Plot
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1. Smoothed ROC Curve
2. Traditional threshold

Returning to the Prostate Cancer Data
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1. Smoothed ROC Curve
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Neutral zones in a Two-Stage Framework

Motivation

• The PCA3 and PPA LAB variables for Prostate Cancer application cost 
approximately $760 and $1000, respectively.

• Can we develop a useable classifier that gives patients an option to 
avoid using the expensive LAB variables?

• First stage classifier

 Utilize only CLIN variables and a neutral zone classifier to identify 
patients for whom we can predict recurrence reliably

 Set FPR and FNR to nominally low values, for example 5%, to 
minimize misclassifications at the first stage.

 Patients falling into the first stage neutral zone are referred to get the 
LAB variables for a more conclusive “second stage” decision.
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• Second Stage Classifier 

 Using the patients in the first stage neutral zone classifier,  fit a second 
classifier using the CLIN plus the LAB variables.

 Select a single threshold to ‘force’ a decision at the second stage. 

Neutral zones in a Two-Stage Framework
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Intuition
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Stage 1 Classifier Uses Only CLIN Variable
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Stage 2 Classifier Uses CLIN and LAB Data
To Classify Patients Who Fell Into the Neutral Zone



1C

Stage

1

0C

u

1( )T X

2

1 2( , )T X X

ˆ 1C 

ˆ 0C 

Two-Stage Classifier

 
 

1 1

1 0

1)  Pr ( ) | 0

2)  Pr ( ) | 1

T X C C

T X C C





  

  

Risk at Stage 1

35



0
1

2

1
1

2

5 1 .6~ MVN ,2 .6 1

6 1 .6~ MVN ,5 .6 1

.05

C

C

X
X

X
X

 





      
           
      
           

 

36

Example ROC Curve of a Two-Stage Classifier
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 ( , )  Optimizing for a Given OER
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 ( , )  Optimizing for a Given OER
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Stage 1:  Use GS, PSA and Age to 

calculate 

Predict 
No Recurrence 

Predict
Recurrence

Stage 2:  Use PSA, PPA and PCA3 

to calculate 

1̂P

2̂P

1̂ .04839P  1̂ .29167P 

2̂ .20211P 
2̂ .20211P 

Two-Stage Classifier
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Returning to the Prostate Cancer Data Set

Jeske and Smith (2017, Canadian J. of Eruology)



Quantifying the Value of the Two-Stage Classifier

Compare the two-stage classifier to the classifier that uses all of the 
CLIN+LAB from the beginning (comparison on training data set)

Metric

One Classifier 
Using All 

CLIN+LAB data
Two‐Stage
Classifier 

FPR (5‐fold estimate) 11.9% 9.6%

FNR (5‐fold estimate) 32.1% 39.3%

Overall Accuracy (5‐fold estimate) 85.6% 86.7%

NPV 95.6% 96.2%

PPV 47.1% 53.2%

Patients Referred to LAB Tests 100% 60.9%

The two classifiers are comparable with respect to the misclassification metrics, 
but the two-stage classifier considerably reduces the cost of testing
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Summary

• Neutral zone classifiers that control FPR and FNR
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Summary

• Neutral zone classifiers that control FPR and FNR

• Construction with ROC curves
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Summary

• Neutral zone classifiers that control FPR and FNR

• Construction with ROC curves

• Incorporate the neutral zone into a two-stage classification 
framework
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Summary

• Neutral zone classifiers that control FPR and FNR

• Construction with ROC curves

• Incorporate the neutral zone into a sequential classification 
framework

• Using the proposed method with the prostate cancer application 
significantly reduces the cost of treatment.
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